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#### Abstract

The perturbed sine-Gordon soliton solutions (kinks, breathers) in laboratory coordinates are derived by a Green function formalism in a novel way dispensing with any inverse scattering methods. Besides the Bäcklund transformation, a simple approach based on Green's theorem is employed for determining the Green functions. A systematic treatment allows the adiabatic approximation to be derived in a new manner. The results are compared to those of the relevant papers in this field and thereby further insight is provided. In a simple example (a kink scattered by an impurity) the calculation of energy radiation is demonstrated.


## 1. Introduction

The nonlinear partial differential equation named the sine-Gordon equation is one of the most familiar soliton equations. Its simplest solutions, the one-soliton (kink) and the twosoliton (breather) solutions, play an important role in many fields of physics. In applications, the influence of various perturbations on the soliton behaviour is of particular interest.

The history of the activities in the field of perturbed soliton equations is more than 40 years old. In 1951 Seeger and Kochendörfer [1] investigated the influence of weak perturbations on the kink solution of the sine-Gordon equation. Their approach has recently been reformulated in terms of the Bäcklund transformation [2]. Later powerful methods were developed that are based, to a varying extent, on inverse scattering theory [3]. In particular, the pioneering works by McLaughlin and Scott [4], Kaup and Newell [5], and Karpman et al $[6,7]$ are to be noted. Although a strong mathematical tool, inverse scattering theory is rather involved and not easily accessible. Therefore, also other more familiar and simple methods have been looked for. There are some papers dealing with perturbed single solitons, for example [8-10], that do not use inverse scattering methods, but here special assumptions have been made and no general solutions could be given.

It has been our objective, in continuing the early work of Seeger et al [1,11] (cf also [12]) to find general methods that do not need the knowledge and the use of inverse scattering theory; rather we searched for methods that are based on the use of the Bäcklund transformation and are suited to the treatment of perturbed single-soliton as well as multi-soliton solutions of the sine-Gordon equation. Such methods have been given for the perturbed kink solutions [2] and also for the perturbed breather solutions [13, 14]. These methods have in common that first the fundamental solutions of the homogeneous, in the neighbourhood of the unperturbed soliton solution linearized, sine-Gordon equation have to be found, which is achieved by means of the Bäcklund transformation. The main problem
is the determination of the coefficients of an expansion of the perturbed solution in terms of these basis functions. To this end an appropriate equation, called the key equation, has to be found, which is accomplished very easily in the one-soliton case by a simple combination of Bäcklund transformations. In the two-soliton case, however, the key equation becomes much more complicated and may only be obtained by a rather intricate combination of several Bäcklund transformations.

In the present paper a new method is presented that rests on the use of Green's theorem. It allows the above-mentioned coefficients to be determined in a direct way and is, for the two-soliton case, not much more complicated than that for the one-soliton case. Moreover, it is equally well applicable to other perturbed soliton equations, for example the perturbed Korteweg-deVries equation [15]. It seems to us that this method is able to compete with the existing methods depending on the use of inverse scattering theory (compare also with [16-20]) but has the advantage of being more direct and simple.

In the following the general problem is outlined and the formal first-order solution is given in terms of a Green function. In particular, arbitrary initial conditions are allowed for (section 2). In section 3 the basis functions for an expansion of the perturbed solution are determined. This requires the consideration of the Bäcklund transformations for both kinks and breathers. The expansion coefficients are specified from conditions on the Green function by means of Green's theorem (section 4). In section 5 the pure first-order result is improved in the sense of the adiabatic approximation, whereby possible secular terms are eliminated. In an application to a simple example it is shown how the perturbed solution can be utilized to calculate the radiated energy (section 6). The results are compared with corresponding expressions in the literature and some new conclusions are drawn (section 7).

## 2. General formulation

The normalized sine-Gordon equation with a perturbation term $\varepsilon F(x, t),|\varepsilon| \ll 1$, is defined as

$$
\begin{equation*}
u_{t t}-u_{x x}+\sin u=\varepsilon F \tag{2.1}
\end{equation*}
$$

An unperturbed soliton solution, for example, a kink or a breather, is denoted by $u_{s}(x, t)$. In a first-order approximation we assume that the perturbed solution may be written as

$$
\begin{equation*}
u=u_{s}+\varepsilon v \tag{2.2}
\end{equation*}
$$

where $\varepsilon v(x, t)$ denotes the deviation from the unperturbed soliton solution. Inserting (2.2) into (2.1) and retaining only the terms linear in $\varepsilon$ gives

$$
\begin{equation*}
L v \equiv v_{t t}-v_{x x}+\left(\cos u_{s}\right) v=F \tag{2.3}
\end{equation*}
$$

where we have introduced the linear operator $L$.
The inhomogeneous linear partial differential equation (2.3) is formally solved by a Green function $G\left(x, t ; x^{\prime}, t^{\prime}\right)$ defined by

$$
\begin{equation*}
L G \equiv G_{t t}-G_{x x}+\left(\cos u_{s}\right) G=\delta\left(x-x^{\prime}\right) \delta\left(t-t^{\prime}\right) \tag{2.4}
\end{equation*}
$$

In terms of $G$ a particular solution $v$ of equation (2.3) may be expressed as

$$
\begin{equation*}
v=\int_{0}^{\infty} \mathrm{d} t^{\prime} \int_{-\infty}^{+\infty} \mathrm{d} x^{\prime} G\left(x, t ; x^{\prime}, t^{\prime}\right) F\left(x^{\prime}, t^{\prime}\right) \tag{2.5}
\end{equation*}
$$

By forming $L v$ this solution is verified at once.

Because of the causality condition [21], $G\left(x, t ; x^{\prime}, t^{\prime}\right)$ should be zero for $t<t^{\prime}$, which is achieved by the ansatz

$$
\begin{equation*}
G\left(x, t ; x^{\prime}, t^{\prime}\right)=G^{0}\left(x, t ; x^{\prime}, t^{\prime}\right) H\left(t-t^{\prime}\right) \tag{2.6}
\end{equation*}
$$

where $H(\tau)$ designates the step function: $H(\tau)=1$ for $\tau>0, H(\tau)=0$ for $\tau<0$. The solution (2.5) then becomes

$$
\begin{equation*}
v=\int_{0}^{t} \mathrm{~d} t^{\prime} \int_{-\infty}^{+\infty} \mathrm{d} x^{\prime} G^{0}\left(x, t ; x^{\prime}, t^{\prime}\right) F\left(x^{\prime}, t^{\prime}\right) \equiv v_{1}(x, t) \tag{2.7}
\end{equation*}
$$

The function $G^{0}$ is chosen to be a solution of the homogeneous equation

$$
\begin{equation*}
L G^{0}=0 \tag{2.8a}
\end{equation*}
$$

In order that the solution $v$ given in (2.7) fulfills equation (2.3), the Green function $G^{0}$ has to satisfy the following conditions:

$$
\begin{equation*}
\left.G^{0}\left(x, t ; x^{\prime}, t^{\prime}\right)\right|_{t=t^{\prime}}=\left.0 \quad G_{t}^{0}\left(x, t ; x^{\prime}, t^{\prime}\right)\right|_{t=t^{\prime}}=\delta\left(x-x^{\prime}\right) \tag{2.8b}
\end{equation*}
$$

Equations (2.8a) and (2.8b) describe an initial-value problem for the Green function $G^{0}$. Once $G^{0}$ is determined, the solution $v$ follows by quadratures.

The particular solution $v=v_{1}$ of (2.7) satisfies the initial conditions $v_{1}=v_{1 t}=0$ for $t=0$. If we are looking for a solution satisfying the initial conditions $v(x, 0)=f(x)$, $v_{t}(x, 0)=g(x)$, we have to add a solution $v_{0}$ of the homogeneous equation

$$
\begin{equation*}
v(x, t)=v_{0}(x, t)+v_{1}(x, t) \tag{2.9}
\end{equation*}
$$

where

$$
\begin{equation*}
L v_{0}=0 \quad v_{0}(x, 0)=f(x) \quad v_{0 t}(x, 0)=g(x) \tag{2.10}
\end{equation*}
$$

defines the initial-value problem for $v_{0}$. In simple cases $v_{0}$ may be found directly from (2.10). On the other hand, $v_{0}$ may be expressed in terms of the Green function $G^{0}$. This is done in section 4, equation (4.11), after the general properties of the Green function $G^{0}$ have been established.

## 3. Solution of the homogeneous equation

In order to solve the initial-value problem (2.8) for the Green function $G^{0}$, we first have to find the general solution of the homogeneous equation

$$
\begin{equation*}
L \varphi \equiv \varphi_{t t}-\varphi_{x x}+\left(\cos u_{s}\right) \varphi=0 \tag{3.1}
\end{equation*}
$$

This equation results from the unperturbed sine-Gordon equation

$$
\begin{equation*}
u_{t t}-u_{x x}+\sin u=0 \tag{3.2}
\end{equation*}
$$

by a variation of $u$ in the neighbourhood of the soliton solution $u_{s}$. So one may either solve (3.1) directly or find the general solution of (3.2) in the neighbourhood of $u_{s}$ and then differentiate with respect to the parameters $p_{i}$ (which may be discrete or continuous)

$$
\begin{equation*}
\varphi_{i}=\left.\left(\partial u / \partial p_{i}\right)\right|_{u=u_{s}} . \tag{3.3}
\end{equation*}
$$

The first procedure is possible for the one-soliton (kink) solution only; for the second procedure, which applies to all soliton solutions, we have to employ the Bäcklund transformation.

### 3.1. One-soliton (kink) case

The (positive) kink solution of (3.2) is written as

$$
\begin{equation*}
u_{s}=u_{k}=4 \arctan \exp \bar{x} \quad \bar{x}=\frac{x-\sin \sigma \cdot t-x_{0}}{\cos \sigma} \tag{3.4}
\end{equation*}
$$

where $\sigma$ and $x_{0}$ are two parameters. In the literature the velocity parameter $V$ is frequently introduced: $\sin \sigma=V, \cos \sigma=\left(1-V^{2}\right)^{1 / 2}$. The function $\cos u_{s}$ in the homogeneous equation (3.1) becomes

$$
\begin{equation*}
\cos u_{k}=1-2 \operatorname{sech}^{2} \bar{x} \tag{3.5}
\end{equation*}
$$

Since the sine-Gordon equation is Lorentz invariant, the Lorentz transformation

$$
\begin{equation*}
\bar{x}=\frac{x-x_{0}-\sin \sigma \cdot t}{\cos \sigma} \quad \bar{t}=\frac{t-\sin \sigma\left(x-x_{0}\right)}{\cos \sigma} \tag{3.6}
\end{equation*}
$$

in (3.1) leads to

$$
\begin{equation*}
\varphi_{\bar{t} \bar{t}}-\varphi_{\bar{x} \bar{x}}+\left(1-2 \operatorname{sech}^{2} \bar{x}\right) \varphi=0 \tag{3.7}
\end{equation*}
$$

This equation admits a continuous solution with the parameter $\bar{k}\left(1+\bar{k}^{2}=\bar{\omega}^{2}\right)$ and two discrete solutions which, according to (3.3), are also obtained by differentiating the function $u_{k}$, (3.4), with respect to the two parameters $\sigma$ and $x_{0}$ [2].

The general solution of (3.1) for the kink soliton then becomes
$\varphi=A_{1} \operatorname{sech} \bar{x}+A_{2} \bar{t} \operatorname{sech} \bar{x}+\int_{-\infty}^{+\infty} \mathrm{d} \bar{k}(\tanh \bar{x}-\mathrm{i} \bar{k})\left[\bar{A}(\bar{k}) \mathrm{e}^{\mathrm{i}(\bar{k} \bar{x}+\bar{\omega} \bar{t})}+\bar{B}(\bar{k}) \mathrm{e}^{\mathrm{i}(\bar{k} \bar{x}-\bar{\omega} \bar{t})}\right]$
or, if we return in the exponents to $x, t$-coordinates by defining $\left(\omega=+\sqrt{1+k^{2}}\right)$
$\bar{k} \bar{x}+\bar{\omega} \bar{t}=k\left(x-x_{0}\right)+\omega t: \quad \bar{k}=\frac{k+\omega \sin \sigma}{\cos \sigma} \quad \bar{\omega}=\frac{\omega+k \sin \sigma}{\cos \sigma}$
$\varphi=\left(A_{1}+A_{2} \bar{t}\right) \operatorname{sech} \bar{x}+\int_{-\infty}^{+\infty} \mathrm{d} k\left[A(k)\left\{\frac{\tanh \bar{x}-\mathrm{i} \bar{k}}{\mathrm{i} \bar{\omega}} \mathrm{e}^{\mathrm{i}(k x+\omega t)}\right\}+B(k)\{-\omega\}\right]$
where the symbol $\{-\omega\}$ denotes that in the foregoing expression $\omega$ is to be replaced by $-\omega$, and where the constants $A$ and $B$ have been introduced in the way as done for reasons to be seen later.

### 3.2. Two-soliton (breather) case. Bäcklund transformations

The so-called breather solution of (3.2) may be written as

$$
\begin{equation*}
u_{s}=u_{b}=-4 \arctan \left\{\frac{1}{\sinh \sigma} \frac{\sin \left(\tanh \sigma \cdot t+c_{2}\right)}{\cosh \left(\operatorname{sech} \sigma \cdot x+c_{1}\right)}\right\} \tag{3.11}
\end{equation*}
$$

the minus sign has been chosen to be in accordance with the subsequent Bäcklund transformations. There are three parameters $\sigma, c_{1}$ and $c_{2}$. In the literature sometimes $\tanh \sigma=\cos \mu, \operatorname{sech} \sigma=\sin \mu, \operatorname{csch} \sigma=\tan \mu$ is written. For brevity, we shall occasionally write $\tanh \sigma=\beta, \operatorname{sech} \sigma=\alpha, \operatorname{csch} \sigma=\gamma ; \gamma=\alpha \beta^{-1}, \alpha^{2}+\beta^{2}=1$. The function (3.11) represents a breather whose centre is at rest. A running breather is formally obtained by a Lorentz transformation

$$
\begin{equation*}
x=(\tilde{x}-c \tilde{t})\left(1-c^{2}\right)^{-1 / 2} \quad t=(\tilde{t}-c \tilde{x})\left(1-c^{2}\right)^{-1 / 2} \tag{3.12}
\end{equation*}
$$

The constant $c$ is the fourth parameter that defines the most general breather.

We wish to solve the homogeneous equation (3.1) with
$\cos u_{b}=1-8 \gamma^{-2} N^{-2} \cosh ^{2} \alpha x \sin ^{2} \beta t \quad N=\gamma^{-2} \cosh ^{2} \alpha x+\sin ^{2} \beta t$
where we have specified the breather (3.11) by assuming $c_{1}=c_{2}=0$. For this task we utilize the Bäcklund transformation. Since there have been many presentations, for example, $[4,11-13,22,23]$, we confine ourselves to the relevant expressions. In terms of characteristic coordinates $p=(x-t) / 2$ and $q=(x+t) / 2$, the Bäcklund transformation
$\partial_{p}\left(u_{i}-u_{0}\right) / 2=\lambda_{i} \sin \left[\left(u_{i}+u_{0}\right) / 2\right] \quad \partial_{q}\left(u_{i}+u_{0}\right) / 2=\lambda_{i}^{-1} \sin \left[\left(u_{i}-u_{0}\right) / 2\right]$
describes the production of a new solution $u_{i}$ from a given solution $u_{0}$ of the sine-Gordon equation (3.2). For $u_{0}=0$ and with $\lambda_{i}=\left(1+\sin \sigma_{i}\right) / \cos \sigma_{i}$, kink solutions corresponding to (3.4) result, with $\bar{x}_{i}=\left(x-\sin \sigma_{i} \cdot t-x_{i}\right) / \cos \sigma_{i}$, where the $x_{i}$ denote integration constants. For $u_{0} \neq 0$, the solutions $u_{i}$ represent kinks superimposed on $u_{0}$. Starting with the solution $u_{1}$, a second Bäcklund transformation with the parameter $\lambda_{2}$ produces a second kink on $u_{0}$. By virtue of Bianchi's theorem, this kink-pair solution $u_{12}$ is given in pure algebraic form

$$
\begin{equation*}
u_{12}=u_{0}+4 \arctan \left\{\frac{\cos \frac{1}{2}\left(\sigma_{1}+\sigma_{2}\right)}{\sin \frac{1}{2}\left(\sigma_{1}-\sigma_{2}\right)} \tan \frac{u_{1}-u_{2}}{4}\right\} . \tag{3.15}
\end{equation*}
$$

For $u_{0}=0, \sigma_{1}=-\sigma_{2}=\mathrm{i} \sigma, x_{1}=x_{2}=0$ the breather solution (3.11) with $c_{1}=c_{2}=0$ results. Since for performing the differentiations in (3.3) it suffices to assume $\left|u_{0}\right| \ll 1$, the corresponding solution of (3.2) is given by $u_{0}=A(k) \exp [\mathrm{i}(k x+\omega t)]+B(k) \exp [\mathrm{i}(k x-\omega t)]$, where $\omega=+\sqrt{1+k^{2}}$. With this form for $u_{0}$ the solutions $u_{i}$ of (3.14) are exactly those given in (3.10) [2].

We are now in a position to derive all solutions of the homogeneous equation (3.1) with (3.13) by means of (3.3) with $u=u_{12}$. The discrete solutions $\varphi_{1}, \varphi_{2}, \varphi_{3}$ and $\varphi_{4}$ are obtained in a simpler way by differentiating the form (3.11) plus (3.12) with respect to $c_{1}, c_{2}, c$ and $\sigma$, respectively, and then setting $c_{1}=c_{2}=c=0$. The continuous solutions follow from (3.15) setting $\sigma_{1}=-\sigma_{2}=\mathrm{i} \sigma, x_{1}=x_{2}=0$ in advance and $A=B=0$ after differentiating with respect to $A$ and $B$. After all, the most general solution of (3.1) in the breather case may be written, with the abbreviations $\xi=\alpha x, \eta=\beta t, N=\gamma^{-2} \cosh ^{2} \xi+\sin ^{2} \eta$,
$\varphi(x, t)=\sum_{\mu=1}^{4} A_{\mu} \varphi_{\mu}(x, t)+\int_{-\infty}^{+\infty} \mathrm{d} k[A(k) \phi(x, t ; k, \omega)+B(k) \phi(x, t ; k,-\omega)]$
where

$$
\begin{array}{ll}
\varphi_{1}=\frac{1}{N} \sinh \xi \sin \eta & \varphi_{3}=\frac{1}{N}\left[\eta \sinh \xi \sin \eta-\gamma^{-2} \xi \cosh \xi \cos \eta\right] \\
\varphi_{2}=\frac{1}{N} \cosh \xi \cos \eta & \varphi_{4}=\frac{1}{N}\left[\alpha^{-2} \cosh \xi \sin \eta-\eta \cosh \xi \cos \eta-\gamma^{-2} \xi \sinh \xi \sin \eta\right] \\
\phi(x, t ; k, \omega)=\mathrm{e}^{\mathrm{i}(k x+\omega t)}\left[1+\frac{2\left(\sin ^{2} \eta-\cosh ^{2} \xi\right)+\mathrm{i}\left(\alpha^{-1} k \sinh 2 \xi+\beta^{-1} \omega \sin 2 \eta\right)}{\left(1+\alpha^{-2} k^{2}\right) \gamma^{2} N}\right]
\end{array}
$$

## 4. Determination of the Green function $G^{\mathbf{0}}$

The Green function $G^{0}$ defined through the initial-value problem (2.8) may be expanded in the complete basis derived in the last section:

$$
\begin{equation*}
G^{0}\left(x, t ; x^{\prime}, t^{\prime}\right)=\sum_{i} A_{i}\left(x^{\prime}, t^{\prime}\right) \varphi_{i}(x, t) \tag{4.1}
\end{equation*}
$$

The index $i$ runs over both discrete and continuous basis functions. Since orthogonality relations between the functions $\varphi_{i}$ are, in general, unknown (if one does not wish to borrow from inverse scattering theory), we have to look for other methods in order to solve the initial-value problem (2.8). One method has been reported in [2, 13, 14]. It consists of finding special combinations of $\varphi$, as given by (3.10) or (3.16), and its derivatives in such a way that the discrete parts disappear and the continuous parts appear as Fourier integrals. This could be achieved by combining several Bäcklund transformations and was much more complicated in the breather case than in the kink case. Here we shall present a new method that is more general, simpler, and applicable to kinks and breathers in about the same way.

Led by Green's theorem, which for the self-adjoint operator $L$ from (2.3) with any two functions $u(x, t)$ and $v(x, t)$ reads

$$
\begin{equation*}
u L v-v L u=\frac{\partial}{\partial t}\left(u v_{t}-u_{t} v\right)-\frac{\partial}{\partial x}\left(u v_{x}-u_{x} v\right) \tag{4.2}
\end{equation*}
$$

we write the two conditions (2.8b) on $G^{0}$ for $t=t^{\prime}$ as

$$
\begin{equation*}
0=\sum_{i} A_{i} \varphi_{i}\left(x, t^{\prime}\right) \quad \delta\left(x-x^{\prime}\right)=\sum_{i} A_{i} \varphi_{i t^{\prime}}\left(x, t^{\prime}\right) \tag{4.3}
\end{equation*}
$$

multiply the second relation by $\varphi_{j}^{*}\left(x, t^{\prime}\right)$, the first by $\varphi_{j t^{\prime}}^{*}\left(x, t^{\prime}\right)$, subtract, integrate over $x$, and obtain

$$
\begin{equation*}
\varphi_{j}^{*}\left(x^{\prime}, t^{\prime}\right)=\sum_{i} A_{i} M_{i j}\left(t^{\prime}\right) \quad M_{i j}(t)=\int_{-\infty}^{+\infty}\left[\varphi_{i t} \varphi_{j}^{*}-\varphi_{i} \varphi_{j t}^{*}\right] \mathrm{d} x \tag{4.4}
\end{equation*}
$$

Employing Green's theorem (4.2), with $L \varphi_{i}=0$, the elements $M_{i j}$ satisfy

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} M_{i j}(t)=\left[\varphi_{i x} \varphi_{j}^{*}-\varphi_{i} \varphi_{j x}^{*}\right]_{x=+\infty}-\left[\varphi_{i x} \varphi_{j}^{*}-\varphi_{i} \varphi_{j x}^{*}\right]_{x=-\infty} \tag{4.5}
\end{equation*}
$$

The right-hand side of (4.5) is easily evaluated. If $i$ or $j$ denotes a discrete basis function, the right-hand side vanishes, and $M_{i j}(t)$ is zero or a constant. The constant elements $M_{i j}$ are simply calculated from the integral (4.4) by choosing $t$ conveniently, for example, $t=0$. The only non-trivial elements arise for both $i$ and $j$ denoting continuous basis functions. For example, if we write in the kink case, in correspondence with (3.10), $G^{0}=A_{1} \varphi_{1}+A_{2} \varphi_{2}+\int \mathrm{d} k\left[A(k) \varphi_{k}^{+}+B(k) \varphi_{k}^{-}\right]$, then the element formed with the functions $\varphi_{k}^{+}$and $\varphi_{k^{\prime}}^{+*}$ takes, after a simple $t$ integration, the form (when we omit terms which would vanish with the subsequent $k$ integration)

$$
\begin{equation*}
M_{k k^{\prime}}^{++} \Longrightarrow \lim _{R \rightarrow \infty} h\left(k, k^{\prime}\right) \frac{\sin \left(k-k^{\prime}\right) R}{k-k^{\prime}}=h(k, k) \pi \delta\left(k-k^{\prime}\right) \tag{4.6}
\end{equation*}
$$

where $h\left(k, k^{\prime}\right)=2 \mathrm{i}\left(\omega+\omega^{\prime}\right)\left(1+\bar{k} \bar{k}^{\prime}\right)\left(\bar{\omega} \bar{\omega}^{\prime}\right)^{-1} \exp \left[\mathrm{i}\left(\omega-\omega^{\prime}\right) t\right]$. In the breather case the procedure is quite similar. Because of the $\delta$ functions the system (4.4) becomes a finite algebraic system and the coefficients $A_{i}$ are expressed in the functions $\varphi_{j}^{*}\left(x^{\prime}, t^{\prime}\right)$ in a simple way. The results are, in detail, as follows.
(1) Kink case. $M_{21}=-M_{12}=2, M_{k k^{\prime}}^{++}=-M_{k k^{\prime}}^{--}=4 \pi i \omega \delta\left(k-k^{\prime}\right)$. All other elements are zero. Solving the system (4.4), the Green function becomes

$$
\begin{align*}
G^{0}\left(x, t ; x^{\prime}, t^{\prime}\right) & =\frac{\bar{t}-\bar{t}^{\prime}}{2 \cosh \bar{x} \cosh \bar{x}^{\prime}} \\
& +\int_{-\infty}^{+\infty} \mathrm{d} k\left[\left\{\frac{(\tanh \bar{x}-\mathrm{i} \bar{k})\left(\tanh \bar{x}^{\prime}+\mathrm{i} \bar{k}\right)}{4 \pi \mathrm{i} \omega \bar{\omega}^{2}} \mathrm{e}^{\mathrm{i} k\left(x-x^{\prime}\right)+\mathrm{i} \omega\left(t-t^{\prime}\right)}\right\}+\{-\omega\}\right] \tag{4.7}
\end{align*}
$$

(2) Breather case. $M_{31}=-M_{13}=M_{42}=-M_{24}=\gamma=\operatorname{csch} \sigma ; M_{k k^{\prime}}^{++}=-M_{k k^{\prime}}^{--}=$ $4 \pi \mathrm{i} \omega \delta\left(k-k^{\prime}\right)$. All other elements are zero. With (4.4) and the notation (3.16), the Green function becomes

$$
\begin{align*}
G^{0}\left(x, t ; x^{\prime}, t^{\prime}\right) & =-\sinh \sigma\left[\varphi_{1} \varphi_{3}^{\prime}-\varphi_{3} \varphi_{1}^{\prime}+\varphi_{2} \varphi_{4}^{\prime}-\varphi_{4} \varphi_{2}^{\prime}\right] \\
& +\frac{1}{4 \pi \mathrm{i}} \int_{-\infty}^{+\infty} \frac{\mathrm{d} k}{\omega}\left[\phi(x, t ; k, \omega) \phi^{*}\left(x^{\prime}, t^{\prime} ; k, \omega\right)\right. \\
& \left.-\phi(x, t ; k,-\omega) \phi^{*}\left(x^{\prime}, t^{\prime} ; k,-\omega\right)\right] . \tag{4.8}
\end{align*}
$$

The above formula applies to the breather whose centre is at rest. The Green function for the running breather with coordinates $\tilde{x}$ and $\tilde{t}$ is obtained by applying the Lorentz transformation (3.12) to both the unprimed and primed coordinates. In doing so it is implied that the elements $M_{i j}$ remain the same. Indeed, it can generally be shown that $\partial M_{i j} / \partial c=0$ (see the appendix), so that the elements $M_{i j}$ are the same as in the case $c=0$. As to the continuous part of $G^{0}$, it may be appropriate also to transform the variables $k, \omega$ : $k=r(\tilde{k}+c \tilde{\omega}), \omega=r(\tilde{\omega}+c \tilde{k})$, with $r=\left(1-c^{2}\right)^{-1 / 2}$. Then, for example, $k x+\omega t$ becomes $\tilde{k} \tilde{x}+\tilde{\omega} \tilde{t}$ and $\mathrm{d} k / \omega$ is to be replaced by $\mathrm{d} \tilde{k} / \tilde{\omega}$.

With the determination of $G^{0}$ the problem of finding the solution $v=v_{1}$, (2.7), for vanishing initial values is formally solved. In the case of non-zero initial values the additional term $v_{0}$ defined in (2.10) may be expressed in the basis functions $\varphi_{i}$, and the initial-value problem (2.10) becomes
$v_{0}(x, t)=\sum_{i} C_{i} \varphi_{i}(x, t) \quad f(x)=\sum_{i} C_{i} \varphi_{i}(x, 0) \quad g(x)=\sum_{i} C_{i} \varphi_{i t}(x, 0)$.
A similar procedure as from (4.3) to (4.4) leads to

$$
\begin{equation*}
\int_{-\infty}^{+\infty} \mathrm{d} x^{\prime}\left[g\left(x^{\prime}\right) \varphi_{j}^{*}\left(x^{\prime}, 0\right)-f\left(x^{\prime}\right) \varphi_{j t^{\prime}}^{*}\left(x^{\prime}, 0\right)\right]=\sum_{i} C_{i} M_{i j}(0) . \tag{4.10}
\end{equation*}
$$

Since, as shown above, the relevant elements $M_{i j}$ are time-independent, we may manipulate the system (4.4) in a way that the same left-hand side arises as in (4.10). By comparison, it follows that $C_{i}=\int_{-\infty}^{+\infty} \mathrm{d} x^{\prime}\left[g\left(x^{\prime}\right) A_{i}\left(x^{\prime}, 0\right)-f\left(x^{\prime}\right) A_{i t^{\prime}}\left(x^{\prime}, 0\right)\right]$ or, with (4.9) and (4.1),
$v_{0}(x, t)=\int_{-\infty}^{+\infty} \mathrm{d} x^{\prime}\left[g\left(x^{\prime}\right) G^{0}\left(x, t ; x^{\prime}, 0\right)-\left.f\left(x^{\prime}\right) G_{t^{\prime}}^{0}\left(x, t ; x^{\prime}, t^{\prime}\right)\right|_{t^{\prime}=0}\right]$.
Another useful formulation in the case of non-zero initial values is the following. If we write the total solution $v$ as $v=a+w$, where $a$ is any function that satisfies the initial conditions, and apply the operator $L, L w=L v-L a=F-L a$, then $w$ is given by the Green function solution for vanishing initial values, and we have
$v(x, t)=a(x, t)+\int_{0}^{t} \mathrm{~d} t^{\prime} \int_{-\infty}^{+\infty} \mathrm{d} x^{\prime} G^{0}\left(x, t ; x^{\prime}, t^{\prime}\right)\left[F\left(x^{\prime}, t^{\prime}\right)-L^{\prime} a\left(x^{\prime}, t^{\prime}\right)\right]$
where $L^{\prime}$ denotes the operator $L$ in $x^{\prime}, t^{\prime}$-coordinates.
The general solution (2.9), $v=v_{0}+v_{1}$, given by (4.11) and (2.7), resembles the result obtained by Riemann's integration method [24, 14]. There are, however, some differences. First, the Riemann function $R$ is defined in a way that $R=2 G^{0}$. Second, the integration area for $x^{\prime}, t^{\prime}$ is confined to $\left|x-x^{\prime}\right| \leqslant\left|t-t^{\prime}\right|, t^{\prime} \geqslant 0$. Indeed, it can be shown that $G^{0}\left(x, t ; x^{\prime}, t^{\prime}\right)=0$ for $\left|x-x^{\prime}\right|>\left|t-t^{\prime}\right|$. The integration area in (2.7) and (4.11) may, therefore, be greatly reduced. Because of the discontinuities for $\left|x-x^{\prime}\right|=\left|t-t^{\prime}\right|$, however, when confining oneself to the integration area $\left|x-x^{\prime}\right| \leqslant\left|t-t^{\prime}\right|$, the term $\frac{1}{2}[f(x-t)+f(x+t)]$ should be added to (2.9) (cf also [25]). In [14] it has been shown, independently of [26],
that the Riemann function (and therefore, also the Green function) for the perturbed breather problem may be represented in closed form, namely in terms of Lommel functions of two variables. An analogous result holds for the perturbed kink problem, similarly as in [26].

## 5. Modified perturbation theory. Adiabatic approximation

It has earlier been pointed out $[27,4]$ that in the perturbed solution $v,(2.7)$, through the integration of the discrete parts of the Green functions (4.7) and (4.8), there may arise 'secular', unphysical terms that grow linearly or even stronger with time $t$. This is a very general aspect, not confined to soliton theory, and many methods have been developed in order to remedy this unpleasant effect [28]. These methods imply that we have to give up the exact first-order perturbation theory employed so far. We shall adopt the so-called 'two-time-scale' method similarly as in [27,4]. It seems to us that our procedure of first investigating the pure first-order approximation and then dealing with the modifications is more systematic and evident. Our procedure for the perturbed sine-Gordon equation differs from that of McLaughlin and Scott [4] mainly in that we do not consider a system of two first-order differential equations in place of the familiar second-order differential equation. Thus our treatment appears to be more direct and transparent and, as will be seen, permits further insight.

It is physically obvious to assume that a soliton under a weak perturbation will primarily keep its original form but that the parameters describing it will slowly change with time. So we replace the ansatz (2.2) for the perturbed soliton solution by the new ansatz

$$
\begin{equation*}
u=\hat{u}_{s}+\varepsilon \hat{v} \tag{5.1}
\end{equation*}
$$

where $\hat{u}_{s}$ denotes the unperturbed soliton form with parameters $p_{i}$ depending on the 'slow' time $\tau=\varepsilon t$. For products with the 'fast' time $t, P\left(p_{i}\right) t$, appearing in $u_{s}$ we shall write $[27,4] \int_{0}^{t} P\left[p_{i}\left(\varepsilon t^{\prime}\right)\right] \mathrm{d} t^{\prime}$. The dependences $p_{i}(\tau)$ will be determined later by proper requirements. The term $\varepsilon \hat{v}$ stands for an additional first-order correction.

Inserting (5.1) into the perturbed sine-Gordon equation (2.1), we have to notice that $u_{t t}$ means total derivatives of $u(t, \tau)$ with respect to $t$, for instance $u_{t}=\partial u / \partial t+\varepsilon \partial u / \partial \tau$. Retaining only terms linear in $\varepsilon$, we obtain

$$
\begin{equation*}
\hat{v}_{t t}-\hat{v}_{x x}+\left(\cos \hat{u}_{s}\right) \hat{v}=F-F_{1} \quad F_{1}=\frac{\partial^{2} \hat{u}_{s}}{\partial \tau \partial t}+\frac{\partial^{2} \hat{u}_{s}}{\partial t \partial \tau} \tag{5.2}
\end{equation*}
$$

The dependence of $\hat{u}_{s}$ on $t$ and $\tau$ leads to a term $F_{1}$ which may be considered as an additional force in the linear equation for $\hat{v}$ (the two terms of $F_{1}$ are, in general, not the same). If we require $u=u_{s}$ and $u_{t}=u_{s t}$ for $t=0$, we have, from (5.1), $\hat{v}(x, 0)=0,\left.\hat{v}_{t}(x, t)\right|_{t=0}=-\partial \hat{u}_{s} /\left.\partial \tau\right|_{t=0}$ as initial conditions for $\hat{v}$. Therefore, the solution of (5.2) is, by means of (2.9), (2.7) and (4.11),
$\hat{v}=-\left.\int_{-\infty}^{+\infty} \mathrm{d} x^{\prime} G^{0}\left(x, t ; x^{\prime}, 0\right) \frac{\partial \hat{u}_{s}^{\prime}}{\partial \tau^{\prime}}\right|_{t^{\prime}=0}+\int_{0}^{t} \mathrm{~d} t^{\prime} \int_{-\infty}^{+\infty} \mathrm{d} x^{\prime} G^{0}\left(x, t ; x^{\prime}, t^{\prime}\right)\left(F^{\prime}-F_{1}^{\prime}\right)$
where the primes indicate primed coordinates. We have used here the same Green function as before, which is exact only for constant parameters. Neglecting terms of higher order in $\varepsilon$, however, we may adopt this approximation. Considering now the term $\partial^{2} \hat{u}_{s}^{\prime} / \partial t^{\prime} \partial \tau^{\prime}$ of $F_{1}^{\prime}$, we can see that an integration by parts with respect to $t^{\prime}$ will compensate the first integral of (5.3), and because of $G^{0}\left(x, t ; x^{\prime}, t\right)=0,(2.8 b)$, there remains
$\hat{v}=\int_{0}^{t} \mathrm{~d} t^{\prime} \int_{-\infty}^{+\infty} \mathrm{d} x^{\prime}\left[G^{0}\left(x, t ; x^{\prime}, t^{\prime}\right)\left(F^{\prime}-\frac{\partial^{2} \hat{u}_{s}^{\prime}}{\partial \tau^{\prime} \partial t^{\prime}}\right)+G_{t^{\prime}}^{0}\left(x, t ; x^{\prime}, t^{\prime}\right) \frac{\partial \hat{u}_{s}^{\prime}}{\partial \tau^{\prime}}\right]$.

As seen from (4.7) and (4.8), the Green function $G^{0}$ consists of a discrete part and a continuous part, $G^{0}=G_{\mathrm{d}}^{0}+G_{\mathrm{c}}^{0}$. In order to avoid possible secular terms arising from the discrete part, we now demand that the discrete part of (5.4) be zero:

$$
\begin{equation*}
\hat{v}_{\mathrm{d}} \equiv \int_{0}^{t} \mathrm{~d} t^{\prime} \int_{-\infty}^{+\infty} \mathrm{d} x^{\prime}\left[G_{\mathrm{d}}^{0} F^{\prime}-G_{\mathrm{d}}^{0} \frac{\partial^{2} \hat{u}_{s}^{\prime}}{\partial \tau^{\prime} \partial t^{\prime}}+G_{\mathrm{d} t^{\prime}}^{0} \frac{\partial \hat{u}_{s}^{\prime}}{\partial \tau^{\prime}}\right]=0 . \tag{5.5}
\end{equation*}
$$

This condition determines the functions $p_{i}(\tau)$. Since $G_{\mathrm{d}}^{0}$ is of the form as shown in (4.8) and the condition (5.5) should hold for all $x$ and $t$, we obtain conditions valid for each discrete independent function $\varphi_{\mu}(x, t)$

$$
\begin{equation*}
\int_{-\infty}^{+\infty} \mathrm{d} x\left[\varphi_{\mu} F-\varphi_{\mu} \frac{\partial^{2} \hat{u}_{s}}{\partial \tau \partial t}+\varphi_{\mu t} \frac{\partial \hat{u}_{s}}{\partial \tau}\right]=0 \tag{5.6}
\end{equation*}
$$

Because of the above-mentioned approximate character of $G^{0}$, we may allow here the parameters in $\varphi_{\mu}$ also to modulate with $\tau$, to be denoted as $\hat{\varphi}_{\mu}$.

If the parameters $p_{i}$ depend not only on $\tau$ but also explicitly on $t$ (which happens, e.g., in the breather case), i.e. both $\mathrm{d} p_{i} / \mathrm{d} t$ and $\mathrm{d}^{2} p_{i} / \mathrm{d} t^{2}$ are of order $\varepsilon$, the last term of $F_{1}$ in (5.2) is to be understood as the total derivative of $\partial \hat{u}_{s} / \partial \tau$, and the integration by parts following (5.3) leads to the same results. Instead of $\mathrm{d} p_{i} / \mathrm{d} \tau$ we then have to write $\varepsilon^{-1} \mathrm{~d} p_{i} / \mathrm{d} t$.

To be specific, we consider the two soliton cases separately.
(1) Kink case. As an alternative form of (3.4) we have
$\hat{u}_{k}=4 \arctan \exp \hat{x} \quad \hat{x}=\left[x-\int_{0}^{t} C\left(\tau^{\prime}\right) \mathrm{d} t^{\prime}-x_{0}(\tau)\right]\left(1-C^{2}(\tau)\right)^{-1 / 2}$
with two parameters $C(\tau)$ and $x_{0}(\tau)$. As discrete basis functions we had found $\varphi_{1}=\operatorname{sech} \bar{x}$ and $\varphi_{2}=\bar{t} \operatorname{sech} \bar{x}(\bar{x}$ results from $\hat{x}$ for $\varepsilon=0)$. The derivatives of $\hat{u}_{k}$ may be expressed in terms of $\hat{\varphi}_{1}, \hat{\varphi}_{2}, \hat{\varphi}_{1 t}$ and $\hat{\varphi}_{2 t}$, and the sums of the second and third term of (5.6) become proportional to the integral $\hat{M}_{21}=\int_{-\infty}^{+\infty}\left(\hat{\varphi}_{1} \hat{\varphi}_{2 t}-\hat{\varphi}_{1 t} \hat{\varphi}_{2}\right) \mathrm{d} x=M_{21}$, whose value has already been given ahead of (4.7). The following relations result

$$
\begin{equation*}
\frac{\mathrm{d} C}{\mathrm{~d} \tau}=-\frac{1-C^{2}}{4} \int_{-\infty}^{+\infty} \mathrm{d} x \operatorname{sech} \hat{x} F(\hat{x}) \quad \frac{\mathrm{d} x_{0}}{\mathrm{~d} \tau}=-\frac{C \sqrt{1-C^{2}}}{4} \int_{-\infty}^{+\infty} \mathrm{d} x \hat{x} \operatorname{sech} \hat{x} F(\hat{x}) \tag{5.8}
\end{equation*}
$$

These relations, also to be written with $\mathrm{d} x=\sqrt{1-C^{2}} \mathrm{~d} \hat{x}$, represent ordinary first-order differential equations for the functions $C(\tau)$ and $x_{0}(\tau)$. In order that $C$ and $x_{0}$ depend, as presupposed, on $\tau$ only, we had to assume that $F$ depends on $x$ and $t$ only through $\hat{x}$. In case $F$ depends on $\hat{x}$ and $t, C$ and $x_{0}$ would become functions of $\tau$ and $t$. The relations (5.8) are in accordance with the results of McLaughlin and Scott [4]; Karpman and Solov'ev [6] report the same first relation but another result for $\mathrm{d} x_{0} / \mathrm{d} \tau$.
(2) Breather case. We consider the general breather given by (3.11) with (3.12). For typographical convenience, we shall write $x, t$ instead of $\tilde{x}, \tilde{t}$. We allow again the parameters $c_{1}, c_{2}, c$ and $\sigma$ to modulate with $\tau=\varepsilon t$ and assume the modulated breather in the form

$$
\begin{align*}
& \hat{u}_{b}(x, t, \tau)=-4 \arctan (\gamma \sin \theta \operatorname{sech} z)  \tag{5.9a}\\
& z=\alpha r\left(x-x_{1}\right) \quad x_{1}=\int_{0}^{t} c\left(t^{\prime}\right) \mathrm{d} t^{\prime}+x_{0}=T_{1}+x_{0}  \tag{5.9b}\\
& \theta=\theta_{1}-c \gamma^{-1} z \quad \theta_{1}=\int_{0}^{t} \beta\left(t^{\prime}\right) r^{-1}\left(t^{\prime}\right) \mathrm{d} t^{\prime}+\theta_{0}=T_{2}+\theta_{0} \tag{5.9c}
\end{align*}
$$

where $r=\left(1-c^{2}\right)^{-1 / 2}$. The parameters are now $p_{i}=\left(x_{0}, \theta_{0}, c, \sigma\right)$. The discrete basis functions $\varphi_{\mu}$ are obtained by differentiating the function $u_{b}$, i.e. (5.9a) with $T_{1}=c t$, $T_{2}=\beta r^{-1} t$, with respect to $p_{i}$. In order that we may utilize the relationships for the elements $M_{i j}$ of the last section, we have to normalize the functions $\varphi_{\mu}$ such that they coincide with the basis functions in (3.16) when the transformed coordinates (3.12) are introduced. The modified functions $\hat{\varphi}_{\mu}$ are then given by writing $T_{1}$ and $T_{2}$ as in $(5.9 b, c)$. The derivatives $\partial \hat{u}_{b} / \partial \tau=\sum_{i}\left(\partial \hat{u}_{b} / \partial p_{i}\right) \mathrm{d} p_{i} / \mathrm{d} \tau$ in (5.6) are connected with the $\hat{\varphi}_{\mu}$ in the following way:

$$
\begin{align*}
& \partial \hat{u}_{b} / \partial x_{0}=-4 \beta r\left(\hat{\varphi}_{1}+c \gamma^{-1} \hat{\varphi}_{2}\right) \quad \partial \hat{u}_{b} / \partial c=-4 r\left(r \hat{\varphi}_{3}-\beta c^{-1} \hat{\varphi}_{1} T_{1}\right) \\
& \partial \hat{u}_{b} / \partial \theta_{0}=-4 \gamma^{-1} \hat{\varphi}_{2} \quad \partial \hat{u}_{b} / \partial \sigma=4 \alpha\left(\hat{\varphi}_{4}+\hat{\varphi}_{2} T_{2}\right) . \tag{5.10}
\end{align*}
$$

For the differences $\partial^{2} \hat{u}_{b} / \partial p_{i} \partial t-\partial^{2} \hat{u}_{b} / \partial t \partial p_{i}$ one deduces $\left(0,0,-\beta c r \partial \hat{u}_{b} / \partial \theta_{0}+\right.$ $\left.\partial \hat{u}_{b} / \partial x_{0}, \alpha^{2} r^{-1} \partial \hat{u}_{b} / \partial \theta_{0}\right)$ for $p_{i}=\left(x_{0}, \theta_{0}, c, \sigma\right)$, respectively. The system (5.6) then assumes the form

$$
\begin{equation*}
\int_{-\infty}^{+\infty} \hat{\varphi}_{\mu} F \mathrm{~d} x=4 \sum_{\nu=1}^{4} a_{\nu} \int_{-\infty}^{+\infty}\left(\hat{\varphi}_{\nu t} \hat{\varphi}_{\mu}-\hat{\varphi}_{\nu} \hat{\varphi}_{\mu t}\right) \mathrm{d} x \tag{5.11}
\end{equation*}
$$

with $a_{1}=\beta r\left(-\stackrel{\circ}{x}_{0}+c^{-1} T_{1} \stackrel{\circ}{c}\right), a_{2}=-\gamma^{-1}\left(\stackrel{\circ}{\theta}_{0}+\beta c r \stackrel{\circ}{x}_{0}-\alpha \gamma T_{2}{ }^{\circ}\right), a_{3}=-r^{2} \stackrel{\circ}{c}$ and $a_{4}=\alpha \stackrel{\circ}{\sigma}$, where ${ }^{\circ}$ means $\mathrm{d} / \mathrm{d} \tau$. The matrix elements on the right-hand side of (5.11), $\hat{M}_{\nu \mu}$, are (as shown in the appendix) independent of $c$ and are equal to those evaluated in the last section for $c=0$. The non-zero elements are $\hat{M}_{31}=-\hat{M}_{13}=\hat{M}_{42}=-\hat{M}_{24}=\gamma$. For $\mu=1$ and 2, the relations for $\stackrel{\circ}{c}$ and $\stackrel{\circ}{\sigma}$ follow from (5.11) at once. For $\mu=3$ and 4, (5.11) reduces to the respective relations for $\stackrel{\circ}{x}_{0}$ and $\stackrel{\circ}{\theta}_{0}$

$$
\begin{equation*}
\int_{-\infty}^{+\infty}\left(\partial \hat{u}_{b} / \partial c, \partial \hat{u}_{b} / \partial \sigma\right) F \mathrm{~d} x=4^{2} \alpha\left(-r^{3} \stackrel{\circ}{x}_{0}, \stackrel{\circ}{\theta}_{0}+\beta c r \stackrel{\circ}{x}_{0}\right) \tag{5.11a}
\end{equation*}
$$

The parameters $p_{i}$ turn out to depend not only on $\tau$ but also on $t$. Then replacing $\mathrm{d} / \mathrm{d} \tau$ by $\varepsilon^{-1} \mathrm{~d} / \mathrm{d} t$, we obtain the following final results,
$\frac{\mathrm{d} c}{\mathrm{~d} t}=-\frac{\varepsilon}{4} \beta^{-1} r^{-3} I_{1} \quad \frac{\mathrm{~d} x_{1}}{\mathrm{~d} t}=c-\frac{\varepsilon}{4}(\alpha r)^{-2}\left[\gamma c I_{3}+I_{4}\right]$
$\frac{\mathrm{d} \sigma}{\mathrm{d} t}=\frac{\varepsilon}{4}(\alpha \beta r)^{-1} I_{2} \quad \frac{\mathrm{~d} \theta_{1}}{\mathrm{~d} t}=\beta r^{-1}+\frac{\varepsilon}{4}(\alpha r)^{-1}\left[-r^{-2} I_{3}+\alpha^{-2} \gamma c I_{4}+\beta^{-2} I_{5}\right]$
with

$$
\begin{array}{cccc}
I_{\nu}=\int_{-\infty}^{+\infty} \frac{f_{v}}{C^{2}+\gamma^{2} s^{2}} F \mathrm{~d} z & f_{1}=\boldsymbol{S} s & f_{2}=\boldsymbol{C c} \\
f_{3}=z f_{1} & f_{4}=z f_{2} & f_{5}=\boldsymbol{C s}
\end{array}
$$

where mean $\boldsymbol{S}=\sinh z, \boldsymbol{C}=\cosh z, \boldsymbol{s}=\sin \theta, \boldsymbol{c}=\cos \theta$ and, as before, $\alpha=\operatorname{sech} \sigma, \beta=$ $\tanh \sigma, \gamma=\operatorname{csch} \sigma$. The functions $c(t), \sigma(t), x_{1}(t)$ and $\theta_{1}(t)$ are obtained by integrating the relations (5.12). Our results (5.12), when transformed into the language of Karpman et al [7], are in full agreement with their results obtained by inverse scattering methods. McLaughlin and Scott [4] have not considered the general case but only the stationary breather $(c=0)$ with $F(x, t)$ even in $x$. Neither have they given explicit results in a general form, but if one carries on their implicit formulation, one also arrives at the specialized results for $\mathrm{d} \sigma / \mathrm{d} t$ and $\mathrm{d} \theta_{1} / \mathrm{d} t$ in (5.12). These special results have first been derived by Kosevich and Kivshar [29] in a way similar to that of [7].

After having determined the time dependence of the parameters $p_{j}$ in $\hat{u}_{s}$ for both kinks and breathers by demanding the discrete part of equation (5.4) to be zero, let us consider
the remaining part formed with the continuous part of the Green function, $G_{\mathrm{c}}^{0}$. There arise integrals like those in (5.6), but now the continuous functions $\varphi_{k}$ appear instead of $\varphi_{\mu}$. This means that elements $M_{v k}$ appear which, in the last section, have been shown to vanish. As a result, the perturbed soliton solution (5.1) now takes the form

$$
\begin{equation*}
u=\hat{u}_{s}+\varepsilon \int_{0}^{t} \mathrm{~d} t^{\prime} \int_{-\infty}^{+\infty} \mathrm{d} x^{\prime} G_{\mathrm{c}}^{0}\left(x, t ; x^{\prime}, t^{\prime}\right) F\left(x^{\prime}, t^{\prime}\right) \tag{5.13}
\end{equation*}
$$

Here $\hat{u}_{s}$ represents the so-called adiabatic approximation, that is the unperturbed soliton form with time-dependent parameters $p_{j}$. A first-order correction to this form is given by the integral with the continuous part of the Green function. The fact that here only the perturbation $F$ appears, and not the 'effective force' $F-F_{1}$, has not been noted by McLaughlin and Scott [4]. The adiabatic approximation $\hat{u}_{s}$ represents a nonlinear generalization of the former result (2.2) with the discrete part of (2.7). A linear expansion of $\hat{u}_{s}$ in $\varepsilon$ leads, indeed, to $u_{s}$ plus the integral term formed with the discrete part $G_{\mathrm{d}}^{0}$ of the Green function.

A particular case that deserves our attention is a stationary breather ( $c=0$, and, e.g., $c_{1}=c_{2}=0$ ) under a constant perturbation $F=S$. A static solution of the sine-Gordon equation, originally $u=0$, is now $u=\arcsin \varepsilon S \approx \varepsilon S$. Since we are interested in a perturbed solution that tends to the static solution at large distances from the centre of the breather, we take as initial conditions $v(x, 0)=f(x)=S, v_{t}(x, 0)=g(x)=0$. In this case there are, as stated earlier [13], in principle two possibilities. This depends on whether we adopt the representation as shown in (4.11) or in (4.12). The modified solution (5.1) then becomes, in the first case,
$u=\hat{u}_{b 1}-\int_{-\infty}^{+\infty} \mathrm{d} x^{\prime} G_{t^{\prime}}^{0}\left(x, t ; x^{\prime}, 0\right) \varepsilon S+\int_{0}^{t} \mathrm{~d} t^{\prime} \int_{-\infty}^{+\infty} \mathrm{d} x^{\prime} G_{\mathrm{c}}^{0}\left(x, t ; x^{\prime}, t^{\prime}\right) \varepsilon S$
where in $\hat{u}_{b}=\hat{u}_{b 1}$ the parameters are determined through (5.12) with $F=S$. The first integral in (5.14) which represents the term $v_{0}$ of (4.11) in the present special case, may be evaluated in closed form, which is most easily done with the help of the aforementioned key equation [13, 14]. The discrete part of $G^{0}$ does not contribute and the result is

$$
\begin{equation*}
\int_{-\infty}^{+\infty} \mathrm{d} x^{\prime} G_{t^{\prime}}^{0}\left(x, t ; x^{\prime}, 0\right)=\left(1-\frac{2\left(\cosh ^{2} z-\sin ^{2} \theta\right)}{\cosh ^{2} z+\gamma^{2} \sin ^{2} \theta}\right) \cos t-\frac{\beta^{-1} \sin 2 \theta}{\cosh ^{2} z+\gamma^{2} \sin ^{2} \theta} \sin t \tag{5.15}
\end{equation*}
$$

Here an oscillating term arises for $|z| \rightarrow \infty$ (which is compensated by the last term in (5.14)). In the second case, with $a=S$ and $L a=S \cos u_{b}$, we obtain

$$
\begin{equation*}
u=\hat{u}_{b 2}+\varepsilon S+\int_{0}^{t} \mathrm{~d} t^{\prime} \int_{-\infty}^{+\infty} \mathrm{d} x^{\prime} G_{\mathrm{c}}^{0}\left(x, t ; x^{\prime}, t^{\prime}\right) \varepsilon S\left(1-\cos u_{b}^{\prime}\right) \tag{5.16}
\end{equation*}
$$

Here the parameters in $\hat{u}_{b}=\hat{u}_{b 2}$ are to be formed from (5.12) with $F=S\left(1-\cos u_{b}\right)$. As a result, it appears that the second representation is to be preferred and that $\hat{u}_{b 2}+\varepsilon S$ is the appropriate adiabatic approximation. This contrasts with the presentation in [7].

## 6. Application: radiation of energy

A perturbed soliton keeps, in the sense of the adiabatic approximation, most of its properties; nevertheless it gradually changes during the perturbation and loses energy. The radiation of energy is determined through the second part $\varepsilon v_{\mathrm{c}}$ of the perturbed solution (5.13). As
an example, the energy radiation of a breather under a constant perturbing force has been calculated within the present approach in [13, 14].

As another example we consider the interaction of a moving kink with a localized perturbation [3]

$$
\begin{equation*}
\varepsilon F=\varepsilon \delta(x) \sin u_{k}=\varepsilon \delta(x)(-2) \tanh \bar{x} \operatorname{sech} \bar{x} \tag{6.1}
\end{equation*}
$$

where the kink solution $u_{k}$ is given in (3.4) and $\bar{x}$ reads in terms of the velocity parameter $V$ as $\bar{x}=\left(x-V t-x_{0}\right)\left(1-V^{2}\right)^{-1 / 2}$. The total energy of the system with the perturbed solution $u$ is expressed through the Hamiltonian

$$
\begin{equation*}
H=\int_{-\infty}^{+\infty}\left[\frac{1}{2}\left(u_{t}^{2}+u_{x}^{2}\right)+(1-\cos u)(1-\varepsilon \delta(x))\right] \mathrm{d} x . \tag{6.2}
\end{equation*}
$$

The kink is assumed to start at $t=0$ from $x=x_{0}<0,\left|x_{0}\right| \gg 1$, and to move to the right $(V>0)$ towards the local inhomogeneity at $x=0$. We consider the situation at large times $(t \gg 1)$ after the kink has passed the impurity and all the radiation energy has been emitted. (The adiabatic approximation (5.8) applied to this case yields, to the order $\varepsilon$, no final change of the velocity $V$, only a phase shift $\Delta=(\varepsilon / 2)\left(1-V^{2}\right) / V^{2}$, defined as $\Delta=\int_{0}^{t}\left[V\left(\tau^{\prime}\right)-V(0)\right] \mathrm{d} t^{\prime}+x_{0}(\tau)-x_{0}(0)$ for $t \gg 1$.)

Outside of the kink region the perturbed solution is $\varepsilon v=\varepsilon v_{\mathrm{c}}$ and, therefore, the total emitted energy is derived from (6.2) to be (to the order $\varepsilon^{2}$ )

$$
\begin{equation*}
E=\frac{\varepsilon^{2}}{2} \int_{-\infty}^{+\infty}\left(v_{t}^{2}+v_{x}^{2}+v^{2}\right) \mathrm{d} x \tag{6.3}
\end{equation*}
$$

From (5.13) and (4.7), the solution $v$ with the perturbation (6.1) becomes
$v=\int_{-\infty}^{+\infty} \mathrm{d} k \int_{0}^{t} \mathrm{~d} t^{\prime}\left[\frac{(\tanh \bar{x}-\mathrm{i} \bar{k})\left(\tanh \bar{x}^{\prime}+\mathrm{i} \bar{k}\right)}{4 \pi \mathrm{i} \omega \bar{\omega}^{2}} \mathrm{e}^{\mathrm{i} k x+\mathrm{i} \omega\left(t-t^{\prime}\right)}+\{-\omega\}\right](-2) \frac{\tanh \bar{x}^{\prime}}{\cosh \bar{x}^{\prime}}$
where now $\bar{x}^{\prime}=\left(-V t^{\prime}-x_{0}\right)\left(1-V^{2}\right)^{-1 / 2}$, and $\bar{k}$ and $\bar{\omega}$ are defined in (3.9). The $t^{\prime}$ integration can be performed exactly. Also the $x$ integration over $v^{2}=v v^{*}$ may be carried out, observing that some terms vanish with the first subsequent $k$ integration. Finally, one obtains
$E=\frac{\varepsilon^{2} \pi}{8 V^{6}}\left(1-V^{2}\right)^{2} \int_{-\infty}^{+\infty} \mathrm{d} k\left[(\omega+V k)^{2}+(\omega-V k)^{2}\right] \operatorname{sech}^{2}\left(\pi \omega \sqrt{1-V^{2}} / 2 V\right)$.
Considering the wave expressions from which the above contributions originate, one may separate the total energy into two parts, corresponding to the energy radiated to the left ( $\leftarrow$ ) and to the right $(\rightarrow)$, respectively,

$$
\begin{equation*}
E_{\rightarrow}^{\leftarrow}=\frac{\varepsilon^{2} \pi}{4 V^{6}}\left(1-V^{2}\right)^{2} \int_{0}^{\infty} \mathrm{d} k(\omega \pm V k)^{2} \operatorname{sech}^{2}\left(\pi \omega \sqrt{1-V^{2}} / 2 V\right) \tag{6.6}
\end{equation*}
$$

As can be seen, most of the energy is radiated to the left (backwards), irrespective of the sign of the impurity.

The total emitted energy (6.5) can be evaluated in closed form in two limiting cases:

$$
\begin{align*}
& |V| \ll 1: E=\varepsilon^{2} \sqrt{2} \pi|V|^{-11 / 2} \exp (-\pi /|V|)  \tag{6.7a}\\
& \sqrt{1-V^{2}} \ll 1: E=\varepsilon^{2}(2 / 3) \sqrt{1-V^{2}} \tag{6.7b}
\end{align*}
$$

These results agree with those of Kivshar and Malomed [3,30], obtained by inverse scattering methods.

For a more general confined non-dissipative perturbation $\varepsilon F$ the radiated energy $E$ from a kink may be formulated as

$$
\begin{align*}
& E=\int_{-\infty}^{+\infty} \mathrm{d} k\left[\frac{\varepsilon^{2}|I(k)|^{2}}{8 \pi \bar{\omega}^{2}}+\{-\omega\}\right] \\
& I(k)=\int_{0}^{\infty} \mathrm{d} t \int_{-\infty}^{+\infty} \mathrm{d} x(\tanh \bar{x}+\mathrm{i} \bar{k}) \mathrm{e}^{-\mathrm{i}(k x+\omega t)} F(x, t) \tag{6.8}
\end{align*}
$$

provided the time integral converges. This expression corresponds to that derived from inverse scattering theory [3].

## 7. Summary and conclusion

The intention of the present paper has been to show that it is possible to establish a systematic perturbation theory for sine-Gordon solitons without having to use or to borrow from inverse scattering theory. Our treatment is based on a Green function formalism with special attention to the initial-value problem. The basis functions for an expansion of the Green function are constructed either directly or by utilizing the Bäcklund transformation. The main problem, the determination of the Green functions, is solved by employing Green's theorem. This is, in this connection, a novel and rather general procedure and works equally well for one-soliton and multi-soliton solutions. The present treatment also allows one to reproduce the adiabatic approximation in a consistent way and to discuss and complement the main papers in this field.

As compared to the papers of Karpman and Solov'ev ([6]), Kosevich and Kivshar ([29]), Karpman, Maslov and Solov'ev ([7]) and McLaughlin and Scott ([4]), the present treatment is complete in that it derives for both kinks and general breathers explicit expressions for the first-order solutions as well as the adiabatic modulations of the parameters. As distinguished from [4], we have considered the familiar second-order sine-Gordon equation and not a system of two first-order differential equations, which obviously permits a clearer representation. While [6], [29], and [7] take full account of inverse scattering theory, [4] use such methods only for determining the Green functions, but their derivation ([4], appendix; cf also Kaup [18]) appears to be much more involved than ours utilizing Green's theorem in a simple way. As opposed to [4], we could show that in the continuous part of the perturbed solution only the true perturbation term enters and not an 'effective force'.

Our results concerning the adiabatic approximation for perturbed kinks agree with those of [4], but one relation differs from [6]. Unlike these investigations, Herman [19] studied perturbed kinks in light-cone coordinates only. For the general breather we have obtained full agreement with [7]; [4] and [29] have considered merely the stationary breather, but only [29] have presented explicit relations. In the case of a constant perturbation we propose another adiabatic approximation than that following from [7].

In an application to a simple example of a kink scattered by a local inhomogeneity we have shown that the present theory is well suited to the calculation of the energy emission from perturbed solitons.

In conclusion, it seems to us that the present approach is of a similar terseness and efficiency as the treatments employing inverse scattering theory but is distinguished by its relative simplicity and transparency.
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## Appendix. Invariance of matrix elements $M_{i j}$

It is to be shown that the elements $M_{i j}$ defined in section 4 are independent of the Lorentz parameter $c$. We consider

$$
\begin{equation*}
M_{i j}(t)=\int_{-\infty}^{+\infty} \mathrm{d} x\left[\varphi_{i t}(\bar{x}, \bar{t}) \varphi_{j}^{*}(\bar{x}, \bar{t})-\varphi_{i}(\bar{x}, \bar{t}) \varphi_{j t}^{*}(\bar{x}, \bar{t})\right] \tag{A1}
\end{equation*}
$$

with $\bar{x}=r(x-c t), \bar{t}=r(t-c x), r=\left(1-c^{2}\right)^{-1 / 2}$, and we form $\partial M_{i j} / \partial c$. With $\partial \varphi / \partial c=-r^{2}\left(\bar{t} \varphi_{\bar{x}}+\bar{x} \varphi_{\bar{t}}\right)=-r^{2}\left(t \varphi_{x}+x \varphi_{t}\right)$ we get

$$
\frac{\partial}{\partial c}\left[\varphi_{i t} \varphi_{j}^{*}-\varphi_{i} \varphi_{j t}^{*}\right]=-r^{2}\left[t \frac{\partial}{\partial x}\left(\varphi_{i t} \varphi_{j}^{*}-\varphi_{i} \varphi_{j t}^{*}\right)+\varphi_{i x} \varphi_{j}^{*}-\varphi_{i} \varphi_{j x}^{*}+x\left(\varphi_{i t t} \varphi_{j}^{*}-\varphi_{i} \varphi_{j t t}^{*}\right)\right]
$$

An integration by parts gives with (3.1) the result

$$
\begin{equation*}
\frac{\partial}{\partial c} M_{i j}=-\left.r^{2}\left[t\left(\varphi_{i t} \varphi_{j}^{*}-\varphi_{i} \varphi_{j t}^{*}\right)+x\left(\varphi_{i x} \varphi_{j}^{*}-\varphi_{i} \varphi_{j x}^{*}\right)\right]\right|_{x=-\infty} ^{x=+\infty} \tag{A2}
\end{equation*}
$$

This expression vanishes for $i$ or $j$ representing a discrete state. If both $i$ and $j$ denote continuous states, $\partial M_{i j} / \partial c$ becomes zero with the subsequent $k$ integration indicated in the first relation of (4.4).
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